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Abstract very differcent data rates and permits# more efficient pro-

cassing of bursty data. Also, virtual circuit allocation
We propose a new broadband local area network, STAR, can be used to ketter accomodate services requiring a
NET, based on a physical passive star topology. STAR. continuous high speed Row of information.
NET implements both a packet network and a high- As far as physical implementations of DOLAN's are
speed WDM circuit inteeconnect, which are slmultane- concered the passive star solution seems to be one of
ously available to every node of the network and operate the most promising options, because with the use of
independently. As a result, STARNET supports very WDM It provides a theoretically huge bandwidth. To
diverse types of traffic in an optimal way. Each node me exploit this potential in a packet switching environment,
quires only two lase and its structure peirnits to ee- different medi access strategies and node configurations
tively achieve frequency stabilization for the whoie net. hae been d-*vWe. Snme of thes proposals rely on the
work. An effort toward an experimental demonstration use of fuist tuiaable receivers [8, 9, 10]; others impose de-
of a 4-node, 3 Gbit/s per node, FDDI-compatible (at the mantling requirements on the node ability to maintain
packet network level) STARNEL is currently in progress 4ynchronisation with the other nodes and/or to operate
at Optical Communication Research Laboratory, Stan- in a time-sotted environment (3, 11, 12, 13]; still oth-
ford University. ens are based on the use of multi-hop logical topologies

[14, 15,18], where each node performs some routing func-
tions. A few of the above require that each node have

1 Introduction many tramsmitters and/or receivers [13, 11].
The complexity of these proposals shows that the star

Future LAN's will have to provide the wide variety Of topology, although very attractive from thi bandwidth
services shown in Fig. 1, Ill. The low speed services point of viaer, pose awkward problems once a packet
can be handled by evolutioniiry versions of thi presently BOLAN is to be realized on it. Essentially, the optical
available network. The high speed ones require a new WDU star provides a large number of independent cir-
generation of networks. cuit#. However, today's optical technology does not per-

A desirable feature of a new optical broadband LAN mit very fast switching between these optical circuits, so
is that it supports the whole spectrum of traffc, ) -mging that exploiting them to realize a packet mode of trans-
ftrm low-speed to high-speed and from bursty to con- mission encounters hard obstacles.
tinuous. The target is therefore an integrated services In this paper we describe a BOLAN solution based on
Broadband Optical Local Area Network (BOLAN). a star topology and WDM, which aims at fully exploit ing

Packet switching and circuit switching have both been the potential of this configuration but requires less hard-
considered for c-erating a BOLAN. Currently, the pre- ware and protocol complexity than the above-mentioned
v~ilng approach is that of packetb switching, Necaus proposals.
pncket switching seems to be more effective in h'indling The paper is organized as follows.

'Tbls work was partijly supported by ONR under cotrc In Section 2 we discuss the characteristics of the dif-
number N00014-91-J-1857. ferent types of traffic, and envisage suitable network so-IThis document has been approved

for pu!blic release arnd sale; its
distribution is unlimited.2 05 3
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Figure 1: 'reneral picture of qome of today's and tomorrow's network services.

lutions. The goals of STARNET are established, and in 2. high speed, continuous;
particular the idea of implementing both a packet net-
work and a ,roadband circuit interconnect on the came 3. high speed, bursty.
physical star. The rest of the paper is devoted to the Category 1 Includes all the services shown in Fig. 1 as
presentation of the details of the proposal. In Section8 the basic functional node structure is described. The low-speed. Categories 2 and 3 ahare all the rest, w.ithout
3tebasic unkco tion noducre isecioned. a sharp distinction between them: for instance, video ser-
basic network configuration is intoduc Section 4 pro- vices can be offered through transmission of a continuous
vides an accurate description of the possible implemen- stream of data, but video compression and packetization
tation alterntives for the basic node structure described has been proposed too.
in Section ,t. The problem of frequency stabilizationi A common bus or a ring packet network is a good
addrese-d too. In Section 5, the power budget of some so mon or a If the network hs sufoonimplementation alternatives is ,wduated. In Section 8 solution for low-speed data. If the network has sufficient

implmenatin ateraties i unustd. n Sctin 6 capacity, telephoy can be o~ered too on a virtual circuit
improved versions of the packet network supported by basis.
STARNET are presented. In Sectre 7 an enhano! ver- b is
sion of STARNET which also includes broadband mul- For high sp te communication, a circuit-switched net-
tihop -. cket transport is discusse. In Section 8 broad- work seata toeeiable t o handle continuous streamscastin& and vido-conferencing using the STARNET cir- of dsta, especially when the dural, ion of the connection
cuit interconnect are dealt with. Section 9 describes the is relatively long. This is true for video-conferencing or
STARNET experiment presently under . transfer of big files (images, books, movies, magazines).

In these instances, switching time does not need to be
extremely small.

2 STARNET goals Supercomputer interconnection can be also handled
on a circuit-switched basis, except when many cor ,-

The fundamental problem in a BOLAN is that of han- ers need to communicate sumultaneously. In this context

dling diff .tent types of traffic, with very diverse speed broadband packet communication proves necessary. This

and continitity characteristics. last scenario is bound to a very specific application in-

We subdivide traffic into three categories: volving a limited nuber of sources/sinks of information.
Only a small subset of nodes in the LAN can potentially

1. low speed, bursty or continuous, including tele- take full advantage of Gbit/s packet switching.
phony; Taking into account the above observations, our pro-
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SposalSTARNET, offer to all nodes both a packet net- TRANSMITTER FREQUENCY COMB
work forlow-speed services and and a broadband circuit each node carries two independent data streams
interc6nnect. These two entities operate independently C. V
and simultaneously. This arrangement will be called Fun-
damental Network Configuration (FNC).

A. sanextension to FNC, STARNET also provides a
way to easily upgrade a subset of its nodes so that a
broadband packet network can link them together with-
out interfering with the lower speed packet network or transmission
the circuit interconnect. car~er

Aa a -result STARNET meets the goal of dealing with . . m . . . .
each kind of traffic in the most appropriate fashion. It nodes 1-2 I-, I ,.I .2 1 '

also avoids the extreme constraints that other solutions
impose on some network parameters or hardware fea. Figure 2: The node transmitter must be capable of mul-
tures, tiplexing two independent data streams onto the same

lihtwave carrier.

3 The basic node configurations TransmitterFrequency Comb

" stream
Each node of the network is optically connected to any
other node through a passive optical star, as shown in
Fig. 1.

Each node is equipped with one transmitter. Its light cariers
source is tunable, but tunability is required for network
maintenance, flexibility and fault tolerance, rather than nodes ,-2 ,.1 1 1.1 1.2 1.3
fast wavelength switching. In normal operation the light
source is considered fixed at a certain wavelength. Each Figure 3: Each node €a ae the V stream of the previ-
node keeps its source tuned to a different wavelength, so Fur nod e c ivsee th e is s eofte p -
that a comb of cerriers is form;. ous node. The connectivity thus achieved is depicted in

Every node has a tunable receiter that can be dnan- figure.
ically tuned to any transmitter.

Using an appropriate multiplexing strategy, the node frequency comb, through which information can flow as
transmitter can trasmit two independeut tse stream, along a 'bus', provided that what is received by the pre-
stream 'P' and stream 'C' a depicted in Fig. 2. This can vious node is relayed towards the next'. This situation
be achieved via either TDM, or multilevel transmision or is depicted in Fig. 3.
simultaneous modulation using non-interfering formats. However, this unidirectional bus is of little use if the
The topic will be addressed in depth in Section 5. Letters data stream cannot be bounced back to the top of the
'P' and 'C' are mnemonic for 'Packet' and 'Circuit', and comb. This is accomplished as follows: the first node of
this distinction will become clear shortly. the chain (the one whose transmitter is the first in the

Stream 'C' is the one which can be decoded by the frequency comb) is equipped with a receiver that can de-
tunable receivers of other nodes. Hence, apart from the code the 'P' stream of the last node in the chain. Then,
multiplexing of the 'P' stream, so far we have obtained a it relays this information down the chain, by retransmit-
star interconnect in which tunable receivers can tune to ting it through its '7' data stream (see Fig. 4).
fixed transmitters to receive data. Topologically, we exploit this connection capability to

In addition, each node is equipped with an fazed re. implement a logical unidirectional ring along the fre-
ceiver (as opposed to tunable) which is capable of decod- quency comb, as depicted in Fig. 5. This topology is
ing data stream 'V' of te pretio. ,ode in the firquency identical to the one used by the well-known high speed
comb only. packet network FPDI.

This node structure will be referred to as Basic Node At the same time, each node has the capability to con-
Configuration 1 (BNCI). nect to any other node through the 'C' stream and its

BNC1 nodes can be interconnectod as follows. Re- tunable receiver, which implements a circuit interconnect
garding the 'V' data stream, the nod, can receive data T1e use of the tarm 'bus' i. somewhat improper. What we
from the previo)us node and can transmit data to the obtain here is a store.and-forward chain, but we will use 'bus' for

following one. Thus we can build a 'chain' along the simplicity.
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Figure 6: The connectivity of 1BNC2 permits to obtain a
Nodes ' bidirectional bus.

Figure 5: A logical unidirectional ring topology can be
arranged on the physical underlying star network. rct, l bus (Fig. 8). If this ..dirctional bus is t-:rmi-nat .- like in tke previous cast (Fig!. 4), but at both ends,

we get two indepenjient colutr-rotating rings. O..!'r-
among all the nodes. w;ie, the last node in the downstream chain (see Fig. 6)

The fact that the transmitters are capable of send- can turn the data ofow into the upstream chain. Sini..

ing two multiplexed data stream not only avoids the lar.y, th. first node can rela downward the data that it
need for the extra hardware necessary for another optical mepives fizom the uoward chain. Thus, we obtain again a

transmitter, but also prevents the formation of a second ring topology, but, tim the stations appear twice in

comb of carriers which would wate optical bandwidth. the ring (Fig. 7) This ar angement is attractive because
there is no need for the eAd nodes to use special receiversAn alternative to BNC1 is to equip each node with a to close the loop, like in E'ig. 4.

transmitter capable of multiplexinS three data streams, t in Section 6, e will discuss some substantial

stream 'C' and streams 'PI' and 'P2'. As for BNCI, a

tunable receiver can tune to any of the transmitters, and enhancements to these rupologies.

decode stream 'C'. The fixed receiver is capable to decode
stream 'P1' of the previous node, in the frequency comb, 4 Node implementation
and stream 'P2' of the next node in the frequency comb.
We shall see in Section 4 that we can still use just one In this section we examine possible implementations for
fixed receiver to accomplish this task. the basic node configurations.

This second arrangement will be called Basic Node The solutions discussed in this section are based on
Configuration 2 (BNC2). It permits to implement a bidi- coherent transmission. The basic node structures are



synchronization is not a critical task. Since the identifier
can be as short as a few bits, and the frame length can
be several thousands of bits, the overhead is negligible.

The receiver laser must be tunable over the entire fre-
I quency comb. Since we are dealing with the 'C' links,

which are used to support circuit-switched broadband
Ring .traffic, acceptable tuning speeds could be on the order

N-1 of milliseconds or even tens of milliseconds. This makes
it easier to use tunable semiconductor lasers, in spite of
thermal transients and mode hops.

'The relaxed constraints imposed by this network ar-rangement could make it possible to use direct thermal
Nodes i tuning of DFB sources. Other types of lasers (NdYAG

for instance) could be fast enough, too.
Figure 7: With BNC2 % ring topology can be arranged, Regarding polarization problems, any means of achiev-
where each station appears twice, in$ insensitivity is compatible with our network. Even

polarization control could be adequate to fulfill channel
realizable with incoherent technology s well, but this switching time requirements. However, polarization con-topic will not be covered in this paper , trol has the main drawback that In some caes an almostFirt, we consider BNC i and propose a specific imple- complete fading of the target signal may occur, so thatmentation in detail. Then we discuss different implemn- the tuning process itself becomes critical.tation alternativs, and extend the treatment to DNC2. Polarization diversity is an attractive solution to this

BNCI, as outlined in the previous section, has three problem. Rugged and low-lose polarization diversity
different subsystems: a transmitter, a tunable receiver front-ends are now appearins s.
and a 'P' stream fixed receiver capable of receiving just In addition, some new transmission systems (based for
the previous node in the frequency comb. We analyze instance on polarization modulation, POLSK [17]) are
these subsystems one by one. Fig. 8 reports a schematic insenitive to poliization fluctuations.
of the overall node structure, to serve as a reference Alternatively, one could use polarization preserving

throughout this section. optics in all the network.

4.1 The transmitter 4.3 The fixed receiver

The transmitter has to multiplex two independent data The fixed receiver must be able to tune to the transmit-
streams, the 'C stream and the 'P' stream. We assume ter of the node that occupies the previous position in the
that multiplexing is done through TDM. The transmitter frequency comb. This task could be carried out by an.
devotes part of the time to 'C data and part of the time other independent tunable receiver, which would remain
to 'P' data. permanently locked on the previous node carrier.

The transmission format is rather unimportant in this However, there is a way to build the additional receiver
context. However, we assume heterodyne detection. that does not require another laser and at the same time

The transmission laser is kept at a fixed frequency in provides frequency stabilization of the comb of carriers.
normal operation. We distinguish between two cases: in the first case

an external modulator is used for transmission; in the
4.2 The tunable 'C' stream receiver second case, the node transmitter laser is modulated di-

rectly.
The tunable 'C' receiver is a standard heterodyne re- In the former case, we propose to tap part of the car-
ceiver with a tunable LO. In the 'C' stream TDM frame rier light before it enters the modulator, and use it as
only two 'slots' are present, the 'C' one and the 'V' one. LO signal for the fixed receiver. If the frequency comb
Synchronization over the desired one, 'C' in this case, can of channels is arranged so that channels are equispaced,
be achieved by putting a unique identifier2 at the start what we get at IF in the fixed receiver is depicted in Fig
of the slots. The length of both the 'V' and 'C' slots is 9. Both the previous and the following channel in the
fixed and the slots interleave periodically. As a result comb are visible, but they overlap, due to the hetero-

2For instance, FDDI makes use of a very short unique identifier 3An all.fiber device comprising all the necessary optical procts-
to mark the beginning of a packet. ing is currently commercially available.
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Optical comb this kind of identification is needed only at the network
set-up time.

Through IF filters, the desized lhannel is isolated and
sent to the demodulator, where extraction of the 'P'

carrtrle 1-2 1-1 1 1*1 1*2 1.3 optical TDM frame is made. 'P' stream T1M frame synchro-
frequenty nization is even easier than for the 'C' strism, because

it can be done once for all at the network et..-up time.

Receiver IF
4.4 Frequency stabilization
Like any coherent receiver, O fixed receiver must keep
its LO tuned so that reception of the desired channel
occurs. Since the LO of the fixed receiver is also the node

if transmitter lasr, the frequency control operated by the
fixed receiver to keep its LO locked on the previous node

1.2 1.1 1 1.1 I.2 13 carrier also provides relative frequeucy stabilization for
-2 1.1 1-1 k.2 1.3 the node carrier. Since this is done by all the nodes in the

comb, each node is frequency locked to the previous node
Figure 9: Carrier visibility at IF in the fixed receiver of and overall network frequency stabilization is achieved.
node i, employing the node carrier as LO. Such idea needs experimental confirmation, since it is

not clear what the effects of propagation of random fre-

dyning process. Recalling that our objective is to d quency fuctuatio along the comb could be. However,

the previous node sign, two solutions are pssdble. a recent experimental work [5) has shown that once a
The irios one pal tw oition receiver. ese careful temperature stabiliation is provided, a surpris-
The first one exploits imags.r~Jection receivers. These ingly pod fequency stability is observed in semiconduc-

receivers ar capable of isolating either one of the two tor lasers. Their conclusions seem to suggest that once
channels, supprMing the other. An interesting proposal the network has been set up, only a very slow control or
for a balanced imle-rjection receiver has been made in even an occasional check could be adequate to keep the
[4). However the hardware overhead needed to implement transmitters at their nominal frequency. In STARNET,
it is still prohibitive, frequency adjustments could be triggered or controlled

To pave the way for & simpler solution, we resort to a by the network protocol, and information on the stabil-
new carrier allocation strategy, recently proposed in [2). ity of the comb could be exchanged through the packet
A pictorial description of it is shown in Fig. 10b, whereas network, so as to avoid critical conditions.
in Fig, 10a the conventional equispaced frequency allo. Finally, the firt node in the comb could be locked to
cation is reported. This new concept was originally con- an absolute reference, distributed throughout the star.
ceived to save bandwidth, and in fact it turns out that This reference needs to be one spectral line only, which
the theoretical bandwidth wasting due to heterodyne de- would establish the 'origin' of the frequency comb.
tection, with respect to homodyne or image-rejection de- This attractive picture can be preserved even if the
tection, can be decreased by at least 50% as compared chosen transmission format requires direct laser modu-
to the equispaced channel arrangement. The details are lation as in FSK. In this case the fixed receiver would
in [1). have a separate LO laser which would lock on the pre-

Besides the bandwidth saving, another effect occurs. vious node. In addition, some circuitry would keep the
In Fig. 11 we show the new ip*a spectrum at the IF node transmitter laser locked on the fixed receiver LO.
stage of the fixed receiver. The adjacent channels are This locking can be detected around baseband, in the
now separated. and visibility over the previous node and fixed receiver. This solution is more complicated but it
the next node in the comb is always achievable, although permits to avoid external modulators.
the IF at which they are located maybe either one of
two values. Both the previous and the next node are 4.5 Implementation of BNC2
of interest in the second elementary node structure pro-
posed in Section 3 (BNC2). In the simpler node structure The BNC2 transmitter is identical to the BNC* one. ex-
(BNCI), one of the two signals is simply discarded. cept for the fact that there are three TDM data streams

In any case, the receiver control has to find out which instead of two, 'C', 'P1' and 'P2'. The 'C' stream re-
is which between the two visible adjacent channels, i.e. ceiver is identical. The additional receiver extracts the
the previous and the next one in the comb. However 'P' stream from the longer wavelength adjacent node
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visible at IF in the fAxed receiver (see Fig. 11). Frequency the 'P' link is thedor :
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5 Data stream multiplexing where c and p stand for the rates of the 'C' and 'P' links
respectively. This way o dividing tammission power is

In the previous section we assumed that TDM was used very dean and no escess penalty occurs. A plot of A is
to multiplex difereo t data streams on the same crrisr. shom in Fig. 12.
In this section we explore some alternative solutions and
compare them to TDM. The possible choices ame: 5.2 Combined modulation

" TDM; Some modulation formats can be utilized simultaneously

" combined modulation formats; on the same carrier, and detected adependently. For
instance ASK is multiplexable with any modulation for-

S multilevel modulation. mat which does not rely on transmission power variations
(PSK, DPSK, FSK, POLSK, etc.). Obviously the mod-

We finally briefly discuss the madmum number of nodes ulation depth of the ASK stream cannot be large, since
that the network can support, on the basis of sensitivity the other data stream needs powne to support itself.
considerations alone. We computed the performance oi ihe combined mod-

ulation approach for ASK with heterodyne PSK and
5.1 Performance of TDM DPSK. In both caes the ASK stream is extracted squar-

ing the IF signal to get rid of the phase modulation. IF
Whea TDM is used, the data rate of the transmitted filtering has to be very loose to ensure complete phase
bit stream is the sum of the bit rates of the 'P' and 'C' modulation cancellation in the squarer. Instead post-
streams. Both the transmitter and the receiver in the detection filtering is as tight as possible. ASK modula-
node must be built to handle information at this speed. tion depth is adjusted so that, for a given carrier peak

For any given modulation format, the S/N ratio is power, the error probability of ASK and the companion
inversely proportional to the transmision rate. The stream be equal. The results are plotted in Fig. 12. The
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Ascissa is the speed ratio: In general, the use of Multilevel transmiassion can be
beneficial in a WDM network environment where band-

P U (speed ASK)/(spaed companion) (2) width may be the limiting factor for the maximuim num-
ber of nods.

Wa the ordinate is the penalty with respect to translflU* On the other hand, only two modulation formats seem
Sion of the companion Stream alone.tobmaue( oeinopclmlievlrmi-

The curves show a high penalty S long So p .A to he K m atu d foraoheen opticald mullve transAll
logical choke is therefore that of using ASK to encode those SchmK (an smwat cAm lce and needK [1].Al
the 'F' stream and devote the other format to the higher thesiena sch mare oehtcmpiae ndne
spe 'C, Bak.mna cnimain

Also, this Solution is more suitable for ONC01,sic
only one 'F' tream is to be supported. With DNC2 two
'F' atrearnsare presnt, and an additional multiplexing
strategy must be used over the ASK modulation to ac- 5.4 Maximum number of users
comodate both.

Yet, combined modulation can be rather attractive,
depending on the network parameters. We aso empha. Assuming a DPSK implementation, the ideal sensitivity
site that .mgtk LiNbOs modulators combinin phase and is 21 photonsi/bit. For a 3 Gbit/a link, this amounts to
amplitude modulation are feasible. Therefore no addi- -50.9 dflm. For a thousad users, the equivalent link sen-
tion-d loss due to the use of two cascaded modulators sitivity is still -20.9 dra. Since there Pre tt.o receivers in
Oct. 'Ust. each node, the incoming light must be split and therefore

a 3dB degradation of Sensitivity occurs. In addition, if

5.3 Mutlvltasiso the transmitter laser is used as LO for the fixed receiver,
Multleve traunusionboth the transmission power and the LO power are lower.

In a multilevel transmission system, each transmitted Therefore the true system rnargirt is certainly lower than
symbol carries more than one information bit. If it is the above figure suggests. Nevertheless, present day tech-
n bits, n - k of these bits can be devoted to the VC link, nology Seemis to be adequate to cope with these power
and k of them to the 'P' link. This way, demultiplex- levels. Depending on network design parameters, reason-
ing the diflerent streamis does not require a TDM frame able numbers for the maximaul numbe~r of nodes could
extraction or an additional mo-demodulation. range between a few hundreds and several thousands.
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6 Enhanced topologies improve both capacity and latency and don not require
any changes in the optics or low-level electronics of the

In Section 3 we introduced the basic topologies that can basic node contfigurations. The idea is similar to that
be implemented for the packet network. Re we will of ridging, but in this context it helps to reduce packet
explore some alternatives based on the am* eknntsi ry delays too.
node trdcure outlined in Section 3. The solution for BNCI is depicted in Fig. 13. We have

For a single ring arrangement, assuming one thousand already pointed out that to close the packet network ring,
nodes in the network, evenly distributed over an arm of there must be a node which uses its high speed link to
six kilomters in dianmte, ad an FDD-iMe protocol get the data from the last node in the ring and relay
with a per-node processing delay equal to the FDDI one, them along the chain. This station, which we now call
the wont-cm packet latency time is 20.6 me, almost 'Master Station' (M in Fig. 13), has its transmitter set
entirely due to the propagation time. This fgure does at the fiMt position in the comb of carriers of the ring.
not account for queueing delays at the transmitting node. We divide the original ring into several independent
It can be be considered acceptable for many applications, rings (henceforth 'subrings'). Thee subrings are con-
and sufficient for conveying telephony on a virtual circuit tiguous in frequency and are logically connected as fol-
basis. However, it might be inadequate for some time- lows: the Master Station of the (4+1)-th subring, that we
sensitive services, call M+i, detects the 'P' data stream circulating in the

As far as capacity is concerned, there might be heavy i-th subring (Ri) through its fixed receiver. Whenever a
flows of traffic over the ring which would involve just a packet is detected, whose destination does not belong to
few nodes. For instance a master workstations can pro- R4, it is picked up by Mj+1 and relayed into A+R.1 .. %I++
vide system and storage support for a cluster of other cannot extract this packet from the stream of &, but the
workstations, or local mainframes could serve a num- packet is read by Mi too, which will check its 'subring
ber of graphic terminak. In the single ring arrangement destination' and take it out.
this traffic would propagate throughout the whole net- Many subrings can be cascaded this way. To complete
work, despite the fact that it is logically confined to a the network a final 'back-bouncing' node is needed. We
few nodes, causing the network transmission capacity to call it Master of Master stations (MM in Fig. 13), that
be saturated. takes the inter-subring traffic out of the last subring and

In STARNET a solution is possible, which permits to relays it into the first subring.



The overall resulting topology is shown in Fig. 14. different from that of the subring packet networks, be-
Etchsubring internal trRc dons not propagate to the ing based on the use of part or all the capacity of the

f the network. However, inter-subring traffic flows 'C' link. In particular it could be faster, enabling heavy
normally, as if no discontinuity existed, inter-ring traffic to be exchanged without saturating the

Such a solution confer to the proposed network a high Main Ring. Only the Master Stations would be equipped
degree of flexibility, which is Imposuible with DQDB or with the faster electronics necessary to do so, increasing
FDDi This arrangement is taily reconfigurable, since cost-effectivenm.
ayA transmitter can be re-tuned to another frequency to In the context of this enhanced topology, BNC2 turns
chsnge its subring aiignment. Subrinp do not need to out to be an appealing option, despite the more compli-
have the same sise. In this scenario a deep optimisa- cated node electronics. This overhead is paid for in terms
-tion can be performed and the effective capacity of the of better network performance.
network can be greatly increased. As for the number of Master Station nodes necessary

As fo delays, the traffic confined within a subring ex. to implement the above architectures, we remark that
peiiehes a propagation delay which is established by the several tens of nodes, if not hundreds, could find place in
number of nodes in tha subring only. In our network each standard subring. The need of one Mater Station
proposal, therefore, bridging lso cuts down delays. Thi per subring does not seem to be a heavy toll to pay,
permits to hook up to the ame subring those nodes that
need to talk fater among them.

However, there might be time sensitlve Information 7 High speed packet traffic
which needs to travel acroM ring . If a packet is an inter-
subring on, the wost-cas maximm delay that It expe- The solutions described so far provide effective answers
dees is identical to that occuring in the unegmented to trafdl which is either packetisable at low-to-medium
picture. speed, or coaveyable at very high speed through circuit

A bettm solution would be n follows: when Mj re conectiom whos set-up time is relatively slow.
celves a packet from sub ng Rp-1 whose destinatio is It can be shown that, using the packet network to ex-
beyond subring J, It forwan d It dretdly to R1+1, in- chang all the control information, the circuit intercon-
stead of squesing it into the data fGow of R1. If this sectionset-up time isequal to the worst-case propagation
wen possible, the equivalent topology would be that of and processing delay over the packet network, plus twice
Fig. 15. In practice, an In ring among the Mater St- the packet queuing delay, plus the maximum tuning de-
tion would be formed, so that intareubrinS traffic could lay of one receiver lser source.
rapidly reach the destination subring in a few hope. Recently, very hg speed packetied interfaces have

This topology is realisable with either BNCI or BNC2. ban proposed (for instance the HIPPI$ interface), in
It can be shown that with BNCI it inecessary to use two the ran of several hundred megabytes per second. The
nodes to make up a M teor Station with the additional above delays would be completely inadequate if a sin-
forwarding capability outlined above. gie packet transmission involved the set-up and tearing-

A more attractive implmentation is possible with down of a high-peed link.
BNC2. With reference to Fig. 6, we assume that the In the o wingwe show that STARNET has the po.
leftmost node is the Master Staton. As pointed out in tential to accomodaW this type of traffic too.
Section 3, this node does not need to use its tunable re-
ceiver to close the subring, as opposed to the BNCI sub- 7.1 Packet ring subnetworks
ring implementation. Instead, the tunable receiver can
be used to give ris to an inner packet network (Main Arbitrarysubsetsofnodesin STARNET can form logical
Ring) that connects only the Maer Stations, as shown rings among them through the 'C' links and the tunable
in Figure 16. As a result the Master Stations use their receivers. This way it would be possible to realize ring
'P stream to handle subrinS traffic and devote the ca- subnetworks involving a limited number of nodes and
pacity of their 'C' links to the Main Ring. This way, the working at up to ( he speed of the 'C' link. The main ad-
data flows of the subrings and that of the Main Ring are vantage is that these subnetworks do not interfere with
completely isolated from each other and there is no need each other and are independent from the underlying corn-
for the Master Stations to squeese inter-subring traffic mon packet network. Drawbacks are that per-node band-
into the subring traffic flow. Another remarkable point width is inversely proportional to the number of stations
is that the Main Ring could be implemented at a speed

4To acheve an effect siaw to bridging, DQDB provids eve. poW hig speed . alt hough the data format and transmission
*srs nodes but the way they operate is loes dctive than the above procedure is mpatible. In fact the target is that of ex-
scenario for STARNET. tending the standard to a genersUed paclet network.



involved. Also, the connection or disconnection of a node Video.conferencing is one of the most attractive facili-
causes interruption of the data ow for a time comparable ties for a future network to provide. A more appropriate
with that needed for a node to tune to another arbitrary term for what people have in mind is remote meeting:
node. anybody must be able to join the meeting through his

NOevtheless, this cofuration is attractive for clue, own workstation, on whose screen all the other partici-
ten of powarful computers that must be connected in pants appear.
a stable way. Delays are very low since the number of Remote meeting can be handled through the packet
nodes to be traversed is low. Packet protocols or fixed network and the ueofbroadcatingfor a lowpeed cok-

TDMA capacity allocation could be used. presoed video format (so 2Mb/s per video signal).

In this picture one node is the Wedct station. At the
7.2 Multihop subnetworks meeting set up, all the other participants are requested

Many recent proposals advocate the use of multihop lo- to tune to the broadcast station high speed link. A sw-
ica topois for optical ntworks (fo ns..ane Shuf- ties of virtual circuits is also arranged on the packet net-
fleNt [(6, T). These netwoerk h ht to c e work, linkingeach participant's terminal to the broadcast

fectively the very high speed packet traffic segment, in- station. This station picks up all the data streams and

tercomnecting a somewhat large number of highsped TDM.multipxe them onto its 'C' data stream, which

users. is broadcast. Each node receives this low of informa.

A binary shuffle net, or a binuy multihop network, tion that contains all the video signals in a multiplexed

can be Implemented among STARNET ettian8, pm fashion, and displays them to the meeting attendee.

vided that they either have an etra tunable receiver or The above solution may turn out not to be adequate
they own two bsI c node. The second optim is obvious, if either the packet network is not capable of support-
but it requires the use of two complete elementary node. ing enough users, or because non-compressed or HDTV

The ist alternative would violate the BNCI or BNC2 video quality is wantd. Another arrangement is possi-
couratio. However, the extra receiver would not ble, which completely relies on the higspeed links (ex-
interm with the main network modes of operatio. it cept for control infomtion).
could be seen as an upgrade, that a potential user could The node involved in the meeting form a ring sub-
add at a later time, when the related service becomes network usin their high speed links. Each station is
necessary. Having two tunable receivers at its disposal, wsiped a TDM slot and retransmits what it receives. It
"ery multibop network node could tune to two different takes out its own old data and put new ones in its time

nodes. At the same time, it could use its 'C'lnk to TDM Slot. Sync is established by the flow of the
multiplex two stream of data on its transmitter lser. diferent TDM frames.
These stream would in turn be read by two dtetrent As a result, at each station the complete visibility of
node of the multibop network. all the video sigas is achieved and no overhead is borne

The presence of a second tunable receiver involves an by the packet network. The connection limit is set by
additional penalty due to the fact that the incoming light th,1 capacity of the hg speed link.
must be divided among three receivers instead of two.
Yet, the extra penalty amounts to oly 1.8 dB. Broadcast quality HDTV ha recently proved fesible

This STARNET hybrid solution is attractive since not at 44 Mbit/s. With reasonable transmission speeds as

#l the nodes in the network need to have the above ad. many as 10-15 attendees can be multiplexed. For stan-

ditional capabilitie, but only the ones that really need dard (non-HUDTV) video the number grows to 6070.

to exchange this particular type of tnc.

8 Broadcasting and video-confe- 9 STARNET experiment
rencing An experimental STARNET prototype is currently be-

The backbone provided by the packet network to handle ing built at the Optical Communication Research Lab-
circuit interconnect control information can be used for oratory, Stanford University. It consists of four BNCI
a number of applications. nodes. The 'C' links are implemented through hetero-

To set up a broadcast high speed transmision, control dyne PSK at 3Gbit/s. The 'P' stream is multiplexed by
information about it (a broadcast 'call') can be sent over superimposing ASK modulation (see Section 5.2). The
the packet network. Any node can tune independently packet network is organized on a single ring and makes
on the broadcasting one. use of standard FDDI boards.



10 'Conclusions [8] Habbab, I., M., I., eta!I.: "Protocols for very high
speed optical fiber local area networks using a pans-

We-propose a new broadband local area network, STAR- give star topology"; IEEE JLT, vol. 5, no. 12, pp.
NET, based on a physical passive star topology. STAR- 1782-1793, December 1987.
NET offers all users a moderate-speed packet network
sand a hig-ed !D ici necnet TRE 91 Mebravad, N.: "Improved multiple access schemes
,an alsoprovide an arbitrary subset of Its nodes with afoveyhgspdotiafbrlclaranwrk
broadband packet multihop network. As a reul, STAR. sn asv trtplg" LBCM'9
NET can support very divers types of traffic in an op- paper 8.2. 1.
timal way.(11CartI.GasA."Dsgalenivso

We describe in detail the network structure and the (10] chrontous I, tarA. "esin ltnaives of9
options for implementation Of the elementary nodes. The aycrnu D trntok;IC'9
actual'tealizatlon of STARNET seems to be feasible with (III Gans, A., Koren,: WDM passive st.ars - Protocols
presently vailable technologie and performance analysis"; INFOCOM '91.

An effort toward an experimental demoiastration of a 4- 11Lug Awr,:"FMpce ut~eacs
node, 3 Gbit/s per node, FDDI-compatible (at the packet [2 en,,Tkwr, FMpce utpeacs
network level) STARNET is currently in progress at the network using coherent fiber optic communication";
Optical Communication Research Laboratory, Stanford IC'0
University. [13] Ofek, Y.. Sidi, M.: "Design and analysis of a hy-

brid access control to an optical star using WDM";
INFOCOM '91, paper 2A.3.
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Figure, 13: Logical connection diagram in a segmented packet network, implemented with BNC I.
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Figure 1: Data stream low and virtual topoloy of the ringo-sbngs packet network.



SUBRING I SUBRING 2

SUBR ING M- I SUBR ING Mi

----- MainfRig Data

Figure 16: Logical connection diagram of the ring-o-subriagu packet network, using BNC2.


